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Introduction Results
« Artificial Intelligence and computer vision can solve many challenging | o
Earth Observation problems, such as flood detection [1] and semantic Does Interference Exist When Training a Once-Fcl)r-AII Network? .
: mprovement In population
change segmentation [2]. (CVPRW, 2022) [4] Reduction in training time P accuracpz/ P
summary =00 [ oo --
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« Nanosatellites have become the preferred platform, often launched in a
We found a faster, | oo

constellation to allow for greater data capture. h ’ 1R
more efficient and A

[

better performing [F

1.9x reduction

« HOwever, the use of nanosatellite constellations introduces several

challenges for training Al models. method for training a | [

.......
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1) Limited data transfer both between nanosatellites and between a Once- For All subnet LR

42.5 § :
nanosatellite and a ground station. | % 7 | 3.5 0rop = o
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2) Training data heterogeneity due to nanosatellites observing
different geographical regions.

3) Limited onboard compute hardware. Diversity Is Deflmtely Needed: Improving Model-Agnostic Zero-shot

. How do we solve these challenges and enable state of the art computer Classification via Stable Diffusion (CVPRW, 2023) [5]

vision solutions for Earth Observation task in a nanosatellite summary | | | | o
constellation? We developed techniques for improving the quality of synthetic images

from diffusion models such that they could generate training data for
classification tasks with real images. This can be used to generate

AI m S SynthetIC Sa.telllte tralnlng data. Ag?;pal Forest %ngb;gfg:: Highway Industrial
« Enable the effective and practical use of Al models onboard ©  ow__ T ‘ (o
nanosatellites in a constellation. Cal — iage Stanie Difusion
U . Il i I E Bi-rd > IGTETIEEE} Y EDIQEE
« Use recent advances in computer vision and machine learning to | :

develop state of the art Earth Observation solutions.

Permanent 5 ; ;
Pasture Crop Residential River Sea/Lake

Methods

 Our solution consists of three stages: ground training, deployment and
Knowledge transfer. | | o
o In ground training we pretrain either a single network or subnet o O ...
population (many networks) with all available and relevant data, limiting the |

onboard training time.

______________________________________

I
o Use Stable Diffusion to generate synthetic images

.TIEIII'I downstream model on the synthetic images ™ CIFAR-100 Best Tricks ~ W@ CIFAR-10 Best Tricks ~ WS EuroSAT Best Tricks
Il CIFAR-100 Base Class Il CIFAR-10 Base Class Bl FEuroSAT Base Class

] i _________________________ ! aCIassﬁj,' real images with downstream model
o In the deployment stage we search for and deploy optimal subnets to . . %]
. Top Left: Overview of the entire ~ 0. 1205 120.95
each nanosatellite. method 2
. Lastly, we use Federated Learning [3] to coordinate the knowledge Top right: Real (top row) and synthetic &
Y 50-
transfer of newly learnt knowledge between the subnets. (bottom row) satellite images. <
0 40 1159 QL1841 H16.07 15.11
Bottom right: Improved test accuracy % Lizs i Lo
Ground Training Deployment Knowledge Transfer on real datasets. (] e [m
Existing EO Data Paper a 10,
‘/‘_) . 0-
’a' . ResNet50 ResNetl01 VIiT-B MobileNetV3-S ConvNeXt-S
*“ E Federated Generalised Category Discovery with Vision Language
xtract
Lt o eious = Models (In progress)
gg’;':;?; ranne Comblne S u m m ary
cOnfiiiﬁ'.'i’;‘t.on S“b”ets We are currently working on developing a Federated Learning system capable
\E’J‘Eﬁiﬁ of generalised category discovery from only natural language category
Subnet Population descripti_ons. | Preliminary results comparing against existing methods
e _):@: :@: Overview _of Generalised S atacet ccom CLIP- Fed- Sure
. New Subnet Category Discovery Method GCDig] GCDyo]

Populatlon Original Subnet Vp\gth Shared Known classes
nowledge

= - . o e _I
A diagram of the proposed solution, demonstrating the ground Look for airplanes, . | CIFARID 91.5 96.6 84.8 78.1
. beaches and farmland”
training, deployment and knowledge transfer.

I
I
| CIFAR100 73.0 85.2 56.1 58.5
“| found these |
IESS @ TAET : ImageNet-100  74.1 84.0 74.8 70.3
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